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Abstract

Biomarker discovery through analysis of high-throughput NMR data is a challenging, time-consuming process due to the requirement
of sophisticated, dataset specific preprocessing techniques and the inherent complexity of the data. Here, we demonstrate the use of
weighted, constrained least-squares for fitting a linear mixture of reference standard data to complex urine NMR spectra as an automat-
ed way of utilizing current assignment knowledge and the ability to deconvolve confounded spectral regions. Following the least-squares
fit, univariate statistics were used to identify metabolites associated with group differences. This method was evaluated through applica-
tions on simulated datasets and a murine diabetes dataset. Furthermore, we examined the differential ability of various weighting metrics
to correctly identify discriminative markers. Our findings suggest that the weighted least-squares approach is effective for identifying
biochemical discriminators of varying physiological states. Additionally, the superiority of specific weighting metrics is demonstrated
in particular datasets. An additional strength of this methodology is the ability for individual investigators to couple this analysis with
laboratory specific preprocessing techniques.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Metabolomics is an area of increasing scientific interest
and promise. To date, the most widely utilized data genera-
tion technologies for mammalian metabolomics investiga-
tions have been either 1H NMR- (NMR) or MS-based [1].
NMR is an important ‘‘omics’’ platform because of its abil-
ity to readily and reproducibly assay accessible samples from
blood, urine, other fluids, or tissue extracts. This makes it an
amenable platform to identify and validate key discrimina-
tive markers of disease, drug efficacy, toxicity, or other phys-
iological parameters (e.g. gender, age, metabolic status).
1090-7807/$ - see front matter � 2006 Elsevier Inc. All rights reserved.
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Commonly, NMR datasets are analyzed by applying
univariate and multivariate statistical approaches to dis-
crete spectral regions in an attempt to identify regions that
are altered by a perturbation (e.g. a group difference arising
from genetic modification or xenobiotic treatment).
Following identification of regions of interest, metabolites
with resonances associated with these regions are investi-
gated more closely via manual visual inspection of spectra
and additional analytical assays. The chemical shift posi-
tion and intensity of all NMR resonances for a particular
metabolite, which could be termed its ‘NMR signature,’
are essential for definitive metabolite identification. Based
on the NMR signature, a metabolite assignment can often
be confirmed unambiguously by comparison with database
information, using standard one- and two-dimensional
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NMR experiments. However, this process can be very time-
consuming to do manually, even for known, well character-
ized entities. Additionally, peak overlap can make this
straightforward NMR identification impossible for some
metabolites without partial or complete purification prior
to NMR and MS analysis. This is particularly the case
for some sugars that contain no clear anomeric proton sig-
nal and overlapping fatty acid signals.

Direct (absolute or relative) quantification of compound
levels via spectral analysis of NMR data would be of great
value to metabolomics investigators, yet there are a num-
ber of challenges that must be overcome to achieve this
task. Biofluid NMR spectra are the integration of many
individual overlapping metabolite spectral features (i.e.
peaks). In highly proteinaceous biofluids (e.g. blood
plasma or serum), low molecular weight metabolites are
often protein bound, rendering them less amenable to reli-
able quantification by NMR, because of line-broadening
and loss of NMR visibility [2]. In urine, however, all
metabolites above the detection limit with non-labile pro-
tons are observed, which leads to highly complex spectra.
Additionally, there is a much larger variability in the phys-
ico-chemical parameters (i.e. pH, ionic strength, compound
concentrations) of urine compared to more homeostatically
controlled biofluids such as serum, which can affect the
absolute positioning of corresponding peaks across multi-
ple samples [3]. Several techniques are commonly imple-
mented to reduce the impact of peak shift (e.g. spectral
region binning, spectral alignment) and continue to be
developed and refined to deal with this inter-individual
variation [4,5]. As such, while the global quantitative anal-
ysis of NMR spectra derived from biofluids and tissue
extracts is challenging, signal quantification in urine
samples presents additional difficulties.

A number of attempts have been made to decompose
NMR spectra into individual components (e.g. independent
component analysis, molecular factor analysis) without any
prior knowledge of the underlying data structure [6–9]. The
primary disadvantage of these methods continues to be the
difficulty in interpreting the results within a biochemical
context. In other words, since there is no underlying metab-
olite data structure built into these methods, the compo-
nents rarely match known metabolite profiles.

Several fitting methods utilizing combinations of empir-
ically derived or modeled reference spectra exist [10–12]. A
previous study examining a longitudinal NMR dataset sug-
gested the use of weighted principal components analysis
(PCA) to provide an alternative view of the data versus
unweighted PCA [13]. However, differentially weighting
spectral regions in the process of deconvolving NMR spec-
tra into individual metabolite levels has not previously
been described.

Here, we propose the use of a weighted, constrained
least-squares algorithm for the estimation and comparison
of relative metabolite levels (referenced to control values of
the same metabolite) across groups of divergent physiolog-
ical states. Our aim is to demonstrate that deconvolving
complex spectra with the incorporation of a non-uniform
weighting scheme, will lead to the identification of metab-
olites of biological interest that would be missed otherwise.
In order to efficiently deconvolve the spectra into individu-
al component spectra, it is often necessary to account for
heterogeneous interference. In other words, the signal of
certain metabolites of interest may be deeply buried in cer-
tain spectral regions, but easily distinguished in others.
Additionally, incorporating statistical information about
the signal of interest into the deconvolution algorithm
can be useful. Previous methods of linear deconvolution
(i.e. LCModel) place equal weight on all spectral regions
when fitting additive models [10,14]. The novelty of our
approach for deconvolving complex NMR spectra lies in
the application of a weighted, constrained least-squares
method for identifying metabolites that may be discrimina-
tive markers of biological effect based on the relative quan-
titative estimate in context of scaled, control intensities.
2. Experimental

2.1. Spectral decomposition and metabolite detection

The digitization of NMR spectral data is the fine-scale
discretization of a continuous phenomenon. Often, investi-
gators find it useful to analyze NMR data at a coarser res-
olution due to inter-individual peak alignment issues. The
process of integrating a spectral region into larger discrete
representations is commonly referred to as bucketing or
binning. Here, we refer to all discrete spectral representa-
tions as ‘‘bins’’. However, it should be noted that the algo-
rithm described here can be applied to discrete spectral
data of any resolution, including raw digitized spectra.

An NMR spectrum is the summation of the intensities
of multiple, individual metabolite spectra. Though it is
unreasonable to assume that an investigator will have a
complete (i.e. all compounds present in a given biofluid)
set of reference standards, all available, characterized
metabolites should be incorporated into the analysis. Eq.
(1) expresses the relationship between the observed intensi-
ty at bin l of subject j (dj1), the unknown intensity of metab-
olite k of subject j (mjk), and the relative intensity of known
metabolite k in bin l (ik1).

dj1 ¼
Xn

k¼1

mjkik1 ð1Þ

Since many metabolites are simultaneously detected
during a single NMR data acquisition, and the intensity
level of individual bins may be a result of contributions
from several metabolites, the identification and quantifica-
tion of individual metabolites measured via NMR is a chal-
lenging task. In order to attribute the NMR spectra to
individual metabolites, a linear model (Eq. (2)) was used
to describe the system and allow for the decomposition
of the NMR signal into a series of metabolite signals. An
important inherent property of NMR that makes this a



G.T. Gipson et al. / Journal of Magnetic Resonance 183 (2006) 269–277 271
reasonable approach is the linear relationship between con-
centration and signal intensity and hence the additivity of
spectral intensities.

D ¼ MI ð2Þ
Eq. (2) represents the linear relationship between the

matrix of intensity vectors across all individuals (D), the
matrix of metabolite intensities across all individuals (M),
and the matrix of bin-specific relative intensities across all
metabolites (I). Since actual metabolite levels can only have
non-negative values, we would like to solve this linear system
subject to the constraint that all elements in matrix M are
greater than or equal to zero. In order to solve the linear sys-
tem subject to the inequality constraints, we implemented the
penalized constrained least-squares fitting (pcls) function
within the mgcv library (version 1.3-1) of R [15–18]. The pcls
algorithm finds the minimum sum of squares, subject to the
non-negativity criteria (Eq. (3)) through quadratic program-
ming. Although this function has the capability of fitting
non-linear, penalized regression splines, for our purposes,
we are interested in a weighted, constrained linear fit. As
such, the use of penalties is unnecessary since we are interest-
ed in a linear response and not higher order models. We iter-
atively run the pcls function to estimate the M matrix
piecewise (Mcalc) by minimizing a function of the weighting
vector (w), individual metabolite vectors (mj), and individual
data vectors (dj), for each individual in the dataset.

min k
ffiffiffiffi
w
p
ðmjI � djÞk2 subject to mjI > 0 ð3Þ

The pcls method requires that the I matrix be of full col-
umn rank. Prior to implementing the pcls function, the rank
of the I matrix is verified via QR decomposition, and all
rank deficiencies are eliminated. Since the I matrix is strictly
non-negative, the estimated metabolite intensity levels are
constrained from taking negative values. Mcalc contains
information regarding the relative quantities of the charac-
terized metabolites across the individuals in the dataset.

In addition to providing inter-metabolite relative quan-
tities for an individual, Mcalc can also provide insight into
metabolite production between individuals or groups of
individuals. For example, the fold change of an individual
metabolite k between two groups or the correlation
between two metabolites can be calculated using the esti-
mated metabolite levels.

2.2. Penalized, constrained least-squares estimates

Although there are an enormous number of possible
weighting vectors to utilize in the least-squares analysis, we
have chosen here to examine two non-uniform vectors in
addition to a uniform weighting vector. In order to demon-
strate the utility of ‘‘clear’’ spectral regions, we will closely
examine the case in which a relatively low intensity metabo-
lite, which is found in areas of both high and low interfer-
ence, is altered between two groups. Incorporation of
information regarding the relative interference of the differ-
ent spectral regions was achieved through using the inverse
of the number of observed metabolites in a given spectral
region as the weighting vector. Constrained least-squares
(CLS) will be used to estimate the underlying metabolite
intensity levels both with the inverse metabolite count
weighting vector (mCLS) and with a uniform, or non-
weighted, vector (nwCLS).

Additionally, we implemented a weighting vector that
incorporated the binwise group variance to extract the
underlying metabolites of interest (vCLS). More specifical-
ly, the weight of each bin was calculated as the inverse of
the square-root of the product of the variances ð1= ffiffiffiffiffiffiffiffiffi

r1r2
p Þ

of the bin intensities of the two groups of interest. The
mCLS and vCLS weighting factors were implemented with
the specific aim of algorithmically placing more emphasis
on fitting bins that were less confounded and more consis-
tent across biological replicates, respectively. The algo-
rithm described here was fully developed in R and will be
made available upon request.

2.3. Simulations

The generated datasets were simulated in such a way as
to closely approximate real NMR spectra, integrated to
create sequential bins of width 0.02 ppm. A typical range
of NMR data spans about 10 ppm, which reduces to 500
bins, 60% of which we assume to contain metabolite peaks.
Additionally, though there are thousands of metabolites
that could potentially be measured in biofluids, it is likely
that much fewer make up the vast majority of the NMR
signal. Here, we assume that the majority of the signal is
produced by no more than 300 metabolites and any other
metabolites are at or below the limits of NMR detection.
While we feel that these assumptions fairly represent a real
dataset, the actual number of metabolites making up an
NMR signal will be dependent on the sensitivity of the
instrumentation being used (e.g. cryo versus non-cryo
probe, field strength).

All simulations consisted of 300 metabolites (150 of
which were randomly assigned as known, i.e. contained
information in the intensity matrix), 300 spectral bins,
and 10 subjects (five from each group). An intensity matrix
(I matrix) was randomly generated for all 300 metabolites
(300 metabolites · 300 bins) with relative intensity values
(U[0, 1]) for an average of approximately 5 bins per metab-
olite (drawn from the empirical distribution of our reference
standard assignment database) and distributed amongst the
bins with probability according to a function of the geomet-
ric distribution (G[p = 0.2] + 1), yielding an average of
approximately five metabolites per bin. The data matrix
(D) was then calculated as the matrix product of the simu-
lated underlying metabolite intensity level matrix (Minit)
and the relative intensity matrix (I), followed by the addi-
tion of a baseline (shared across individuals) and simulated
instrumental variability (specific to individuals), with inten-
sity values ranging from 0% to 40% and 0% to 10% of the
mean metabolite intensity level, respectively. Biological
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variation was simulated via sampling individual metabolite
levels from a normal distribution when generating Minit.
Once the D matrix was generated (10 individuals · 300
bins), 150 of the metabolites were randomly withheld from
the I matrix in order to simulate the reality of incomplete
metabolite information in metabolomics studies.

2.4. Spectral regions with a single metabolite resonance

(clear spectral regions)

Non-weighted linear deconvolution methods may miss
biologically important compounds when there is a high
level of interference in spectral regions and the compound
of interest is present in relatively low quantities. To demon-
strate this point, we simulated an NMR metabolomics
dataset in which the concentrations of an individual metab-
olite, with peaks in areas of both high and low interference,
were significantly different between two groups of subjects
(10 individuals per group). Minit (20 individuals · 300
metabolites) for this investigation contains one metabolite
that is altered in one of the two groups and 299 that have
no group difference. The unaltered metabolite intensity lev-
els were sampled from normal distributions with means
ranging from 1 to 10 (U[1,10]) and standard deviations
equal to half the mean intensity value. Altered group inten-
sity levels were sampled from normal distributions with
means deviating by a random factor (U[1.2,5]) from their
baseline counterparts and the same standard deviations.
The direction of change of altered group intensity levels
could be either positive or negative. Since this method of
metabolite level simulation does not strictly preclude the
generation of negative values, and negative metabolite lev-
els have no biological meaning in this context, all generated
negative values were replaced by zeros.

The I matrix was generated as described previously, with
the exception that the number of randomly populated bins
was restricted to 299. Following the random generation of
the 299 bin I matrix, an additional bin was added in which
only the significant metabolite was present.

Univariate statistics (a = 0.05) were performed on the
metabolite intensity levels estimated via nwCLS, mCLS
and vCLS, and Minit values for the significantly altered
metabolite. Following classification of metabolites as hav-
ing group differences or not, a receiver operating character-
istics (ROC) analysis was performed to compare the
sensitivity/specificity profiles of the various weighting
methods. The area under the curve (AUC) of the ROC
curves was calculated via Somers’ rank correlation. Pair-
wise comparisons (Bonferroni adjusted, paired t-test) were
made on 200 simulations to determine if the various meth-
ods differed in their ability to successfully identify the sim-
ulated metabolite level difference.

2.5. General simulation

In order to evaluate the relative sensitivity/specificity,
and to identify any discriminating features of the metabo-
lites identified by different weighting factors, a number of
simulations were performed and concurrently analyzed
with and without weighting factors. In this investigation
5% (15 of 300) of the initial metabolites in Minit (20 individ-
uals · 300 metabolites) were generated to have group spe-
cific differences in intensity level.

The metabolite intensity levels were generated in the
same way as in the clear spectral region analysis. Since
50% of the metabolite profiles were removed from the I

matrix prior to analysis, on average 7–8 metabolites with
simulated alterations were available for discovery. Through
the use of the CLS methods coupled with univariate statis-
tics, true and false positives were identified. These simula-
tions were replicated 200 times and the sensitivity and
specificity of the CLS methods were then compared both
to each other as well as univariate statistics on Minit, which
represents the maximum possible information content.

2.6. Diabetes dataset

A large dataset of Carr–Purcell–Meiboom–Gill
(CPMG) NMR spectra from urine samples across diabet-
ic (db/db) and non-diabetic (db/+) mice was analyzed
via CLS methods. Male diabetic and control mice (8
weeks of age) were obtained from The Jackson Labora-
tory (Bar Harbor, ME). Urine samples of 0.5% methyl-
cellulose treated animals were collected over ice twice,
one week apart, from mice individually housed in metab-
olism cages. In urine samples, where there may be a wide
range of ‘normal’ sample ionic strengths and pHs, it may
be expected that differences in shift and shape may also
occur for resonances experiencing second order coupling
(e.g. lysine, ornithine). We have tried to circumvent this
issue with the use of buffered samples, including an
excess of phosphate buffer. NMR spectral processing
consisted of automated adjustment of the chemical shift
of TSP to dH = 0 ppm, application of a semi-automated
phase correction, automated baseline adjustment using
an automated 0–2nd order polynomial and reduction to
histogram representations by binning using the method
by Forshed et al. [19]. A bin width of 0.02 ppm was cho-
sen with a 50% tolerance either side of the bin boundary.
Data were scaled using median-difference scaling of the
binned data. Further details concerning the experimental
protocol and discriminative marker validation can be
found in Connor et al. [20].

The nwCLS and vCLS methods were each used to
deconvolve the NMR spectra into constituent compound
intensity levels and followed by univariate statistical analy-
ses. Putative discriminative markers for disease were iden-
tified through a series of Student’s t-tests (a = 0.05)
comparing diseased and control mice. Specifically, a
metabolite was considered a putative discriminative marker
if an estimated metabolite level was significant in at least 1
of the 2 days of data. We independently proposed putative
discriminative markers based on uncorrected and Bonfer-
roni corrected p-values in order to verify that differences
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between the CLS methods ability to accurately identify dis-
criminative markers were robust to varying thresholds of
discriminative marker inclusion. The results of the CLS
method analyses were then compared to results from a pre-
vious study in which univariate and multivariate binwise
analyses were utilized to identify spectral regions of
interest, with subsequent metabolite assignment and inde-
pendent validation via partial fractionation, LC–MS and
2D NMR. Direct comparisons were made between the
validated discriminative marker assignments from the
traditional analysis and the putative discriminative markers
suggested via CLS methods.

3. Results

3.1. Spectral regions with a single metabolite resonance

(clear spectral regions)

In order to evaluate the different linear deconvolution
methods, 200 simulations were performed in which one
metabolite was altered and clear regions were strictly pro-
vided for the significantly altered metabolites. The average
AUC for nwCLS, mCLS, vCLS, and univariate analysis of
Minit were 0.92, 0.95, 0.97, and 0.97, respectively (Fig. 1).
Note that univariate analysis of Minit yielded an AUC that
was less than 1.0 due to the simulated biological variability.
Pairwise paired t-tests (Bonferroni corrected) were per-
formed on the AUC estimates of each of the CLS methods
and univariate statistics on Minit. The results of these anal-
yses indicate that all pairwise differences except for vCLS
versus Minit were significant (nwCLS versus mCLS,
p < 0.05; all other pairs, p < 0.005). The non-significant dif-
ference between the vCLS method and univariate statistics
on the true underlying metabolite levels indicates that the
variance weighting factor has achieved maximal perfor-
mance in this scenario.
Fig. 1. ROC curves comparing the performance of the nwCLS, mCLS,
and vCLS methods and univariate analysis on Minit when at least one bin
associated with the altered metabolite is uniquely occupied.
3.2. General simulation

In order to further evaluate the capacities of the linear
deconvolution methods, 200 simulations were performed
in which 5% of the total number of metabolites were
altered and clear regions were not strictly provided for
the significantly altered metabolites. The average AUC
for nwCLS, mCLS, vCLS, and univariate analysis of Minit

were 0.74, 0.75, 0.80, and 0.97, respectively. Pairwise paired
t-tests (Bonferroni corrected) were performed on the AUC
estimates of each of the CLS methods and univariate statis-
tics on Minit. The results of these analyses indicate that all
pairwise differences were highly significant (p < 0.005), with
the exception of nwCLS versus mCLS. These results indi-
cate that each of the CLS methods performed well in accu-
rately discovering group differences, however, the variance
weighting factor performed best.

It is not surprising that the significant difference
observed in the clear spectral region analysis between
nwCLS and mCLS was not also observed in the general
simulation analysis. The mCLS method is highly depen-
dent on the quality of the reference spectra (i.e. I matrix).
Real spectral libraries produced by laboratories are likely
to have prior experience implicitly incorporated through
the inclusion of ‘‘expected’’ metabolites. In the general sim-
ulation, the random nature of the metabolite spectral prop-
erties (peak location, intensity, coincidence with other
metabolites) and the random population of the I matrix
leads to a situation in which any concept of prior experi-
ence is not modeled. The advantage of the mCLS method
in the clear spectral region simulation was that significantly
altered metabolites were exclusively associated with a
minimum of one clear bin (maximum weight), thereby pro-
viding the least-squares fit with a priori information con-
cerning the quality of clear bins. In other words, the
prior probability distribution that significant metabolites
are associated with clear bins is not uninformed. However,
the prior distribution of the general simulation is unin-
formed, and therefore the specific advantage of the mCLS
method is lost. Through evaluating the variance of the bins,
the vCLS method captures information concerning the
clarity of the individual bins, yet is independent of specific
prior knowledge. Although the two weights are similar in
that spectral regions with fewer observed metabolites have
lower variance, vCLS has the added value of giving addi-
tional weight to regions with fewer observed and unob-
served metabolites. For this reason, and the superior
performance of vCLS compared to mCLS in both simula-
tion analyses, we chose to focus solely on the vCLS method
in our analysis of the diabetes dataset.

3.3. Diabetes dataset

An investigation of the ability of the nwCLS and vCLS
methods to identify the 46 previously identified and inde-
pendently validated (LC–MS, 2D NMR, etc.) discrimina-
tive markers [20] further demonstrates the utility of using
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weighting factors when deconvolving metabolomics data-
sets. Analysis of the diabetes dataset with nwCLS and
vCLS followed by univariate statistics (a = 0.05, p-values
unadjusted) recovered 38 and 40 of the 46 metabolites,
respectively (Table 1). Adjusting the p-values for multiple
comparisons led to the discovery of 26 and 27 of the 46
metabolites via nwCLS, and vCLS, respectively.

In addition to the 46 previously confirmed discriminative
markers, all methods predicted ‘‘significant’’ metabolites
from our reference standard database (137 metabolites) that
have not been validated (Table 2). Additional putative
Table 1
Confirmed discriminative markers of diabetes and prediction via CLS method

Metabolite nwCLS

Sig.

2-Oxoglutarate 0
2-Hydroxyisobutyrate 2
2-Oxoadipate 1
3-Ureidopropanoate 0
Alanine 2
Allantoin 2
Citrate 1
Citrulline 0
Creatine 2
Creatinine 2
Formate 2
Fumarate 2
Glucose 2
Glutarate 2
Glycine 2
Glycolate 2
Guanidinoacetate 2
Hippurate 1
Indoxyl sulphate 1
Isobutyrate 2
Isocaproate 2
Isovalerate 0
Lactate 0
Lysine 2
Malate 0
Malonate 1
Methionine 2
Methylamine 1
N1-Methyl-2-pyridone-5-carboxamide 0
N1-Methyl-4-pyridone-3-carboxamide 2
N1-Methylnicotinamide 2
N1-Methylnicotinic acid 1
N-Caproylglycine 2
N-Butyrylglycine 2
N-Isobutyrylglycine 2
N-Isovalerylglycine 1
N-Valerylglycine 2
Nicotinamide N-oxide 2
Orotate 1
Pantothenate 2
Phenylacetylglycine 0
Sucrose 2
Taurine 2
Threonine 2
Trimethylamine 1
Valine 2

a Value reported is the minimum unadjusted p-value.
metabolites beyond the validated 46 may be confirmed as
discriminative markers in the future, but were not followed
up during the original confirmation process. Since it is not
appropriate to designate these putative discriminative
markers as false positives, it is not possible to conduct a
formal sensitivity/specificity analysis. Instead, we investi-
gated the performance of randomly selecting a number of
‘‘significant’’ metabolites, equal to the number of putative
discriminative markers proposed by each method, from
our reference standard database and calculating how many
of these intersect with our confirmed list of 46. We then cal-
s

vCLS

pa Sig. pa

0.262 2 <0.001
<0.001 2 <0.001

0.017 1 0.008
0.052 2 <0.001

<0.001 2 <0.001
0.001 0 0.085
0.002 1 0.009
0.423 2 0.001

<0.001 1 0.039
<0.001 0 0.090

0.001 2 0.001
<0.001 2 <0.001
<0.001 1 0.007
<0.001 2 0.001
<0.001 2 <0.001
<0.001 2 <0.001
<0.001 2 <0.001

0.003 2 <0.001
<0.001 2 <0.001
<0.001 2 <0.001
<0.001 1 <0.001

0.077 0 1.0
1.0 0 1.0

<0.001 2 <0.001
1.0 2 <0.001
0.011 2 <0.001

<0.001 1 0.001
0.002 1 0.002
0.22 2 <0.001

<0.001 0 1.0
<0.001 2 <0.001

0.010 2 <0.001
<0.001 2 <0.001
<0.001 2 <0.001

0.001 0 0.293
0.040 2 <0.001

<0.001 2 0.001
<0.001 2 <0.001
<0.001 1 <0.001
<0.001 1 0.010

0.112 2 <0.001
<0.001 2 <0.001
<0.001 2 <0.001

0.001 2 <0.001
<0.001 2 0.006
<0.001 2 <0.001



Table 2
Discriminative marker prediction performance

Method Non-adjusted threshold Adjusted threshold

Confirmed/
predicted

p Confirmed/
predicted

p

nwCLS 38/105 0.168 26/73 0.360
vCLS 40/106 0.042* 27/59 0.007*

* Significant (a = 0.05).
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culated the probability that the performance observed by
the CLS methods could be matched or surpassed through
such a process (Table 2). This analysis (a = 0.05) revealed
that nwCLS was not significantly different from random
selection, but vCLS was significantly different. This evi-
dence further supports the idea that using weighting factors
can increase the quality of information gained through
least-squares analysis of NMR spectra.

Fig. 2 depicts the binned spectral intensities, fitted inten-
sities (vCLS), and the residual intensities for a representa-
tive control (db/+) subject. A calculation of the positive
(under-explained) and negative (over-explained) residuals
reveals that for this individual, 19% of the spectra remains
unexplained and the over-explained area is 7% of the origi-
nal spectra. This same individual, and a representative dia-
betic (db/db) subject, were evaluated at a higher level of
detail to illustrate the capacity of the CLS methods to iden-
tify altered metabolites in crowded spectral regions (Fig. 3).
Note that both the spectral regions and the underlying
metabolite levels are decreased in the db/db spectra. These
changes are reflected in the accurate identification of signif-
icant decreases in N-caproylglycine, N-butyrylglycine, and
N-valerylglycine via both the nwCLS and vCLS methods.

4. Discussion

The results from the simulation analyses demonstrate
the utility of incorporating specific domain knowledge into
the biomarker discovery process. The ability of CLS meth-
ods to accurately identify metabolites associated with
group differences is evidenced by the fact that AUC values
for all three CLS methods evaluated in this study were
Fig. 2. Binned spectra (blue), fitted vCLS intensities (red), and residual intens
point.
significantly increased above the null model. Additionally,
the significant increase in the AUC values attained via
incorporation of weighting factors indicates that weighted
methods can provide a significant improvement in discrim-
inative marker discovery versus non-weighted least-
squares.

Weighting factors that maximize the importance of
‘‘clear’’ spectral regions will be increasingly useful as spec-
tral alignment algorithms improve and bin sizes decrease or
become altogether unnecessary. While binning spectral
regions is a useful tool in dealing with inter-individual
alignment variability, it also masks spectral features that
can serve to discriminate between metabolites in a given
region [21]. Furthermore, since our algorithm is flexible
and can deal with heterogeneous bin sizes, regions less
affected by alignment problems can be evaluated at a high
resolution, while more problematic regions can be grouped
in arbitrary bin sizes, thereby maximizing the information
gained.

Experimentation with various parameter settings of the
simulated datasets (data not shown) revealed the impor-
tance of the specific dataset in quantitatively evaluating
the various weighting factors. Therefore, an individual
weighting factor will have varying strengths and weakness-
es depending on the particular dataset in question. Despite
the fact that no two NMR datasets are alike, we attempted
to simulate what could be considered a typical NMR data-
set. It should be mentioned, however, that in the analysis of
data from real samples different underlying biological pro-
cesses will produce different data configurations and there-
fore are likely to require attention to different details in the
data structure. This fact further supports the concept that
the use of specific weighting factors can help investigators
to analyze their data more effectively.

Furthermore, since there continues to be a great deal of
active research in the field of data preprocessing, we have
implemented our algorithm within a framework that
accommodates such inquiries. This model performs the
least-squares fitting at a user defined level of spectral preci-
sion that need not be homogeneous within an individual
subject. Reference spectra data input is extremely flexible
and can be derived from modeled data, spike-in analyses,
ities (black) for a representative control (db/+) subject from the first time



Fig. 3. Diabetic (top) and control (bottom) spectra manually fit with reference spectra. Relative intensity values (y-axis) have been scaled to allow for
comparisons between the two individuals.
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or literature sources. This can be an important consider-
ation for metabolites that show strong pH dependence to
peak shape and position. Though the model has been seen
to be robust in the absence of baseline estimates, if desired
(e.g. when estimating the protein contribution to the base-
line of male mouse urine NMR data [20], externally derived
estimates of baseline can also easily be integrated into the
reference spectra.

In addition to the default non-negativity constraint,
users can also choose to constrain the model to the upper
limit of the data matrix (i.e. the model is prevented from
over-explaining the data). Typically in NMR datasets,
there will be an unequal assignment confidence throughout
the spectra, depending on prior knowledge, peak overlap
and the degree of analytical confirmation of each compo-
nent (2D homonuclear and heteronuclear NMR, fraction-
ation, LC–MS confirmation). The described method
allows users to experiment with the weighting factor used
in the least-squares fit. Here, we critically evaluated weight-
ing factors that were a function of the number of com-
pounds populating a particular spectral region or a
function of the group variances. However, there are likely
many other weighting factors that will prove useful. For
example, it has been seen (data not shown) that a function
of binwise correlations can also serve as an effective weight-
ing factor. Binwise correlations are of increasing interest in
the field of metabolomics [22,23]. Furthermore, model fits
can be restricted to subsets of the spectra either through
manipulation of the input dataset or the spectral weighting.

This work attempts to provide tools for the detection
and assignment of group differences within a flexible,
robust framework for metabolomics investigators to
explore and analyze NMR data. While traditional methods
of NMR spectral analysis are extremely time-consuming,
using the method described here, an investigator can per-
form a complete analysis in a matter of minutes. Addition-
ally, a successful analytical technique should provide
investigators a broad scope of inference. Since different
datasets will have different structures, investigators are
not limited to a predefined suite of weighting parameters.
The sole data input for LCModel is time-domain in vivo

data and there is no user interaction in the data processing.
While we agree with the necessity of inter-laboratory com-
parability, NMR data preprocessing is still an active area
of research and we feel that it is more appropriate for
investigators to work within a well-defined, yet less strin-
gent, framework of inquiry. Furthermore, we agree with
the conclusions of Jansen et al. [13], though in a different
context, that the use of a weighting factor can provide an
additional, more focused view of the data. In addition, it
is clear that when working with some datasets, it may make
the difference between successfully identifying a discrimina-
tive marker and missing it altogether. Our method provides
a robust, flexible framework for compound level
estimation.
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